
Mixup Augmentation for Generalizable Speech Separation

Ashish Alex1, Lin Wang1, Paolo Gastaldo2, Andrea Cavallaro1

1. Centre of Intelligence Sensing, Queen Mary University of London 

2. DITEN, University of Genoa

MMSP 2021



Introduction

• Single channel speech separation in noisy environments

• Applications: Hearing aids, captioning & transcription (YouTube), 

human robotic interaction, automatic speech recognition



Motivation

• Motivation

o Improve generalization of separation models across datasets

o Improve separation performance in unseen noisy conditions

o Traditional regularization techniques, augmentations did not improve 

generalization

• Contributions

o Extend Mixup augmentation and variations for time-domain speech separation

o Proposed Data-only Mixup improves inter corpus separation performance



Separation model architecture

Fig. DPRNN [1] separation model

[1] Luo et al., Dual-path RNN: efficient long sequence modelling for time-domain single-channel speech 

Separation, in Proc. Interspeech, 2019. 



Mixup



Mixup variants

• Complete Mixup: Augment training data using Mixup for all epochs

• Partial Mixup: Regular training in initial epochs followed by Mixup 

Augmentation in subsequent epochs



Mixup variants

• Pretrained Mixup: Fine tune a pretrained model using Mixup Augmentation

• Data only Mixup

o Apply Mixup on mixtures only

o Keep ground truth as most dominant sources in Mixup augmented mixture



Experiments & datasets
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• Intra corpus - Train on LibriMix (train-100) & test on LibriMix (test)

• Inter corpus – Train on LibriMix (train-100) & test on TIMIT (test) and VCTK (test)



Ablation of scalars for Mixup

Fig. Probability density function of beta distribution 

with different 𝛼 and 𝛽. 𝜆 = 𝑏𝑒𝑡𝑎(𝛼, 𝛽)

Table. SI-SNRi (dB) of data-augmented DPRNN for 

various values of 𝛼 and 𝛽



Intra corpus results

Table: Model trained and tested on LibriMix dataset

• None of the augmented models significantly 

outperform non-augmented model

[7] Park et al., SpecAugment: A simple data augmentation method for automatic speech recognition, in Proc. Interspeech, 2019



Inter corpus results (1)

Table: Model trained on LibriMix and tested on TIMIT dataset

• Data-only Mixup improves separation 

performance on TIMIT dataset

• Noise types & speakers in TIMIT are 

different from LibriMix



Inter corpus results (2)

Table: Model trained on LibriMix and tested on VCTK dataset

• Data-only Mixup slightly improves separation 

performance on VCTK dataset

• Speakers in VCTK are different from LibriMix

• Noise samples in VCTK dataset is the same 

as LibriMix dataset

[7] Park et al., SpecAugment: A simple data augmentation method for automatic speech recognition, in Proc. Interspeech, 2019



Conclusion & future work

• Data-only Mixup augmentation improves cross-corpus performance for 

speech separation model

• Data augmentation approach doesn’t incur additional in network parameters

• Future work – Finding optimal augmentation combinations using learnt 

augmentation strategies


