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• Why DG is useful?

– Data distribution shift could not be avoided, DG helps to solve 

this problem.

– For the data (domain) of interest, but with too sparse data to train 

a good model, eg, Sketch. DG helps to train the model from the 

domain with large scale data, eg, Photo.
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Domain Generalization

• How to reach DG?

– Domain invariant feature learning.

• [Muandet et al, ICML’13] ~Kernel

• [Ghifary et al, ICCV’15; Li et al, CVPR’18] ~Auto encoder

– Agnostic domain learning. [Li et al, ICCV’17] ~CNN

– Data augmentation. [Shankar et al, ICLR’18] ~Bayesian Network
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• Conventional methods.
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Learning to Generalize

• MLDG method.
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Supervised Learning

• Meta-learning DG in supervised learning scenario.



Supervised Learning – Synthetic experiment

Baseline

MLDG



Supervised Learning – PACS

https://domaingeneralization.github.io

https://domaingeneralization.github.io/


Taylor Series (first order)

meta-train loss meta-test loss



Taylor Series (first order)

meta-train loss meta-test loss



Taylor Series (first order)

meta-train loss meta-test loss



Taylor Series (first order)

meta-train loss meta-test loss



Gradients Alignment

ℱ𝑚𝑒𝑡𝑎 − 𝑡𝑟𝑎𝑖𝑛

𝛻Θℱ 𝑚𝑒𝑡𝑎−𝑡𝑟𝑎𝑖𝑛
𝛻Θ𝒢 𝑚𝑒𝑡𝑎−𝑡𝑒𝑠𝑡

Gradients Alignment

𝒢𝑚𝑒𝑡𝑎 − 𝑡𝑒𝑠𝑡



Test performance curve
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Taylor Series (first order)

meta-train loss meta-test loss



Variants



Reinforcement Learning – Cart pole

Across pole length. Return: reward score (upper bound=200)



Reinforcement Learning – Cart pole

Across pole length and cart mass. Return: reward score (upper bound=200)



Reinforcement Learning – Mountain car

Across mountain height. Return: negative reward score



Thank you!


