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(b) Positive class loss (c) Negative class loss
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(a) Overall loss
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Training iteration

Negative Class Distraction
• Imbalanced class number leads to biased optimisation.

Focus Rectification Logistic Regression
• Select most confusing negative classes for per sample loss.
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Three applications for evaluation
• Coarse-grained image classification
• Fine-grained zero-shot person re-identification
• Sparse multi-attribute recognition: Deep fashion
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