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• Challenge:1. Introduction

2. Methodology

l The results validate the performance superiority of SRDL training.

3. Experiments

4. Conclusion

Self-Referenced Deep Learning Ø Comparison with the Vanilla Learning Strategy 

Figure1: Illustration of different deep network learning methods. (a) The vanilla training ; (b) 
Knowledge Distillation training ; (c) The proposed Self Reference Deep learning (SRDL).

First Stage Learning: 
Ø In first stage of SRDL, we train the deep model θ by  cross-entropy loss.

Ø Comparison with Knowledge Distillation 

Ø Evaluation on Person Instance Recognition 

5. Reference

l SRDL train more discriminative small and large networks with little extra
computational cost.

[1] Hinton et al. : Distilling the knowledge in a neural network. 

Solution: Knowledge Distillation

Ø Considering no correlation between classes.
Ø Prone to model overfitting.

Drawbacks of Hard Label based Cross Entropy:

Cross Entropy Hard vs. Soft Class Labels:

Contributions:
Ø Investigate for the first time knowledge distillation and fast optimisation
in the model training using a unified deep learning approach

Ø Present a stage-complete learning rate decay schedule for SRDL.
Ø introduce a random model restart scheme for SRDL.
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(c) Self-Referenced Deep Learning
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(ii) Second Stage Training
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Figure 2: Overview of our proposed Self-Referenced Deep Learning (SRDL)

Ø To maximise the quality of self-discovered knowledge, we introduce 
Figure 2 (c) a pass-complete learning rate decay schedule.
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Figure 3: Illustration of a vanilla learning rate step-decay function and the proposed
stage-complete learning rate step-decay schedule.

Second Stage Learning: 
Ø We start second stage training with randomly initialised model parameters. 

Ø Continuously optimize the target model for the other half epochs by the 
joint supervision of both Figure2 (d) the label data and Figure2 (e) self-
discovered intermediate knowledge in an end-to-end manner. 

Ø Component Analysis and Discussion 

Table 2: Comparison between SRDL and vanilla learning on image classification

Table 4: Evaluation of person re-id (instance recognition) on Market-1501. 

Table 3: Comparison between SRDL and Knowledge Distillation (KD)

Table 5: Stage-complete schedule Table 6: Random model restart. 

Table 1: The label information and the model predictions


