Fine-grained image retrieval:

the text/sketch input dilemma
Jifel Song

* |ntroduction
* Unified multi-modal Framework
 Multi-modal Dataset

Cross strap stud and
detail blonde
leather upper leather
insole chunky wooden
sole 9cm heel

Sketch Modality Text Modality Photo Modality

o

CIS iligen %O Queen Mary

intelligent sensing University of London



Unified multi-modal framework
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Results and conclusion

 Result: Unified multi-modal framework: achieve the state-of-
the-art retrieval result both on FG-SBIR and FG-TBIR.

4B
B
/ A\ ’ :{’,“u oy 2

LA

Query < ‘ igi o ‘

Ll=RK

L=l 8
LAAAAN<eR=-R
»%. B &

L oo t M

Topl0
Retrieved
Results

« Conclusion: Investigate and show sketch is more powerful
than text, but can help each other with a shared embedding.
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